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Given an image Localize all interested objects in a bounding box

and Predict the class labels of the objects

What is object detection?
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Image Classification v.s. Object Detection

Image Classification Object Detection

Similarities

Differences
Usually only one object
Usually in the center of the image
Usually occupies the main area

The number of objects is not fixed
Object position is not fixed
Object size is not fixed

Need algorithm to "understand" the content of the image
 � Deep neural network implementation
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From Image Classification to Object Detection

Problem: Where do we look 
in the image for the object?

Idea: Exhaustively search for objects.

Problem: Extremely slow, must process 
tens of thousands of candidate objects.
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One Solution

Idea: Running a scanning detector is
cheaper than running a recognizer, so do
that first.

1. Exhaustively search for candidate
objects with a generic detector.

2. Run recognition algorithm only on
candidate objects.

Problem: What about oddly-shaped objects? 
Will we need to scan with windows of many 
different shapes?

Not objects

Might be objects

Measuring the objectness of image windows,  IEEE transactions on Pattern Analysis and Machine Intelligence, 2012.
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Selective Search for Object Detection

• Selective search is a method for generating a series of object proposals or object 
hypotheses (candidate bounding boxes that are likely to enclose objects of inerest) 
from the input image

• It uses hierarchical clustering on pixels to obtain clusters and then obtains object 
proposals

Selective Search for Object Recognition, International Journal of Computer Vision, 2013
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Selective Search for Object Detection

• An image patch is cropped from each object proposal. A multi-class classifier (SVM in 
the original paper) is then used to classify each each patch into the background or one 
of the foreground (object of interest) classes

Selective Search for Object Recognition, International Journal of Computer Vision, 2013
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Selective Search for Object Detection

Step 1: Train Initial Model

Selective Search for Object Recognition, International Journal of Computer Vision, 2013

Positive Examples: From ground truth.

Negative Examples: Sample hypotheses that overlap 20-50% with ground truth.
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Selective Search for Object Detection

Step 2: Search for False Positives

Selective Search for Object Recognition, International Journal of Computer Vision, 2013

Run model on image and collect mistakes.

Step 3: Retrain Model Add false positives as new negative examples, retrain.
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Box Overlapping

• During the training, we would like to determine positives and negatives from the object 
hypotheses with ground-truth bounding boxes

• Intersection-over-Union is used to determine the overlapping between two bounding boxes
• IoU = 1 means 100% overlapping between two boxes, and IoU = 0 means 0% overlapping 

between two boxes
• The selective search paper uses proposals of IoU∈ [0.2, 0.5] with ground-truths as difficult 

(hard) negatives
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Non-maximum Suppression

• During the testing stage, a ground-truth object might be covered by multiple bounding box
• Non-Maximum Suppression (NMS) is introduced to let higher-scoring boxes to “kill” 

lower-scoring boxes
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Detection Datasets

• PASCAL Visual Object Classes (VOC) 2012 dataset contains 20 object categories. 
It is split into three subsets: 1,464 images for training, 1,449 images for validation 
and a private testing set

• COCO is a large-scale detection benchmark has 80 object categories with 
trainval35k split (115k images) for training, minival split (5k images), and test dev 
split (20k iamges) without any annotation

• OpenImage is released by Google. Its latest v6 version has 1.6M boxes of 600 
categories on 1.9M images, making it the largest existing dataset with object 
location annotations. However, currently only some large companies“play” it as it 
requires a huge amount of computational resources
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R-CNN
• R-CNN is short for “Region-based Convolutional Neural Networks”. It follows the 

pipeline of the previous conventional method but replaces the SVM classifier with the 
CNN classifier

• Category-independent region proposals are obtained via selective search
• Region proposals are resized to a fixed size as required by a CNN
• Train the CNN for (K + 1)-class classification (background + K foreground classes). 

Abandon the last FC (classification) layer (in their original paper)
• Given every image region, one forward propagation through the CNN generates a feature 

vector, which is then fed into a binary SVM trained for each class independently
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Problems with R-CNN
• It still takes a huge amount of time to train the network as you would have to classify 

2,000 region proposals per image
• It cannot be implemented in real time as it takes around 47 seconds for each test image
• The selective search algorithm is a fixed algorithm. Therefore, no learning is happening 

at that stage. This could lead to the generation of bad candidate region proposals

Rich feature hierarchies for accurate object detection and semantic segmentation, In CVPR 2014 



14

Fast R-CNN
• Fast R-CNN is proposed to solve some issues of the R-CNN
• Instead of cropping and resizing image patches from the input image, the input image is 

first processed by a CNN to obtain its feature maps, whose spatial size is generally 
smaller than the original image (e.g., 1/32 of the input image size)

• Given a region proposal, it is resized to match the size of the feature map
• The RoI pooling operation is introduced to crop the feature maps with the resized object 

proposal, and the cropped feature maps are then further resized to a fixed spatial size (7 
× 7 × 512 in the original paper)

• Positive samples: IoU≥ 0.5; Negative samples: IoU∈ [0.1, 0.5). Each mini-batch 
consists of 1:3 positive and negative samples
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Fast R-CNN
• Problems with Fast R-CNN:

• RoI pooling (we skip details here) quantizes RoI coordinates into image 
coordinates. The pooled features are not accurate

• Region proposals are not learned from training data
• Faster R-CNN was proposed to make the region proposals generated from the CNN
• The first part of the CNN is called Region Proposal Network (RPN) to generate object 

proposals. The RPN first generates an n × n feature maps, which are then processed by 3 
× 3+1 × 1 conv to generate
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Faster R-CNN
• At each of the n × n spatial location of the topmost feature maps from the RPN, k = 9 

anchor boxes are used as initial boxes for estimating object proposals, i.e., offsets are 
predicted based on the initial boxes to predict the object proposals

• 3 scales and 3 aspect ratios (3 × 3 = 9 anchor boxes) are considered at each spatial 
location

• For each spatial location, 3 × 3 conv + 1 × 1 conv layers are built up on the RPN 
topmost feature maps, to predict 2k proposal (yes/no) confidence scores and 4k proposal 
regression (center, size, width, height)

• After the region proposals are generated, NMS (IoU threshold 0.7) is performed for each 
class independently to remove duplicate region proposals with the predicted proposal 
confidence scores
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Faster R-CNN
• For region proposal, two types of positive labels: 1) the anchor(s) with the highest IoU 

overlap with a ground-truth box; 2) an anchor that has an IoU overlap higher than 0.7. 
Negative labels: an anchor has an IoU lower than 0.3 for any ground-truth box

• As there are generally more negative samples than positive samples in each image. Each 
image contains 1:3 to 1:1 positive and negative samples. If not enough positive samples, 
pad the mini-batch with the negative ones

• After the RPN is trained, it can generate region proposals, which RoI pools features from 
the proposals for training a Fast R-CNN model with a classification head and a regression 
head

• Faster R-CNN shares parameters for both the RPN and the Fast R-CNN model, and jointly 
traines both RPN and Fast R-CNN
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Single Shot MultiBox Detector (SSD)

• The previous methods are called two-stage methods, as they generate region proposals 
first, and use an additional classification-and-regression head for refining the proposals

• Single-shot Detector (SSD) is an one-stage detector. It can be viewed as just using the 
RPN part of Faster R-CNN to generate object detection boxes
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Single Shot MultiBox Detector (SSD)

• It doesn’t adopt FPN but still uses feature maps of different scales to generate object 
detection boxes corresponding to different scales
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YOLO (You Only Look Once): A Real-time One-stage Detector

• The input image is converted into 7 × 7 × 1024 feature maps. S × S cells (7 × 7 in 
the original paper) are used to estimate object detection boxes

• Each cell predicts multiple B (B = 2) bounding boxes and their confidence scores. If a 
cell covers a portion of an object, it will be potentially considered to be responsible for 
detecting the object during training

• At training time we only want one bounding box predictor to be responsible for each 
object. We assign one predictor to be “responsible” for predicting an object based on 
which prediction has the highest current IOU with the ground truth

• There is a series of YOLOv2, v3, v4 ... that further improve both accuracy and efficiency
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Evaluation Metric
• For a given object detection box, it is considered correct if its IoU with a ground-truth 

box is over 0.5 (sometimes other thresholds are also used). If the IoU> 0.5, the detection 
box is considered true positive (TP), otherwise it is considered as false positive (FP)

• Precision and recall are defined as:

• Assume that there are 5 objects in an image and a model generates 10 boxes
• The boxes are first ranked according to their predicted confidence scores
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Evaluation Metric
• If we count increasing numbers of detection boxes as the final results, the recall 

increases and the precision gradually decreases

• We smooth out the P-R curve
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Bounding Box Regression in R-CNN



26

The regression loss and the overall loss of R-CNN
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